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Wiederholung

Was geschah zuletzt?

Wir sprachen über das Maschinelle Lernen!
• Grundlagen des Maschinellen Lernens
• Lernaufgaben als Fokussierung auf spezialisierte Tasks
• Formulierung von Modell-Training als Optimierungsaufgabe
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Zur Orientierung

Wo sind wir heute (Vorlesung 5) ?
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Vorlesung 5

Inhalt Vorlesung 5 - Worum geht’s?

• Entscheidungsbäume als einfaches Lernverfahren
• Training/Erstellen von Entscheidungsbäumen
• Klassifikationsfehler und confusion matrix
• Modellierung/Training mit SciKit Learn
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Fehler von Klassifikationsverfahren

Wie gehen wir mit Klassifizierungsfehlern um?

• Evaluierung von Klassifizierern über confusion matrix
• Statistische Maße aus Fehlermatrix ableiten

Beispiel: COVID-19 Artificial Intelligence Diagnosis...

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/OJEMB.2020.3026928, IEEE Open
Journal of Engineering in Medicine and Biology

 
Technology 

 

 

 

 
Abstract— Goal: We hypothesized that COVID-19 subjects, 

especially including asymptomatics, could be accurately 
discriminated only from a forced-cough cell phone recording using 
Artificial Intelligence. To train our MIT Open Voice model we 

built a data collection pipeline of COVID-19 cough recordings 
through our website (opensigma.mit.edu) between April and May 
2020 and created the largest audio COVID-19 cough balanced 
dataset reported to date with 5,320 subjects.  

Methods: We developed an AI speech processing framework 
that leverages acoustic biomarker feature extractors to pre-screen 
for COVID-19 from cough recordings, and provide a personalized 

patient saliency map to longitudinally monitor patients in real-
time, non-invasively, and at essentially zero variable cost. Cough 
recordings are transformed with Mel Frequency Cepstral 
Coefficient and inputted into a Convolutional Neural Network 
(CNN) based architecture made up of one Poisson biomarker layer 
and 3 pre-trained ResNet50's in parallel, outputting a binary pre-
screening diagnostic. Our CNN-based models have been trained 
on 4256 subjects and tested on the remaining 1064 subjects of our 

dataset. Transfer learning was used to learn biomarker features 
on larger datasets, previously successfully tested in our Lab on 
Alzheimer's, which significantly improves the COVID-19 
discrimination accuracy of our architecture.  

Results: When validated with subjects diagnosed using an 
official test, the model achieves COVID-19 sensitivity of 98.5% 
with a specificity of 94.2% (AUC: 0.97). For asymptomatic 
subjects it achieves sensitivity of 100% with a specificity of 83.2%. 

Conclusions: AI techniques can produce a free, non-invasive, 

real-time, any-time, instantly distributable, large-scale COVID-19 
asymptomatic screening tool to augment current approaches in 
containing the spread of COVID-19. Practical use cases could be 
for daily screening of students, workers, and public as schools, 
jobs, and transport reopen, or for pool testing to quickly alert of 
outbreaks in groups. 

 
Index Terms—AI Diagnostics, Convolutional Neural Networks, 

COVID-19 Screening, Deep Learning, Speech Recognition 

 
Impact Statement— We present the dataset, model 

architecture and performance of a zero-cost, rapid and instantly 
distributable COVID-19 forced-cough recording AI pre-screening 
tool achieving 98.5% accuracy, including 100% asymptomatic 

detection rate. 
 
 

Paper was submitted for review on the 3rd of August 2020. 
 
 
 
 
  

I. INTRODUCTION 
TRICT social measures in combination with existing tests 
and consequently dramatic economic costs, have proven 

sufficient to significantly reduce pandemic numbers, but not to 
the extent of extinguishing the virus. In fact, across the world, 
outbreaks are threatening a second wave, which in the Spanish 
flu was way more damaging than the first one [1]. These 
outbreaks are very hard to contain with current testing 
approaches unless region-wide confinement measures are 
sustained. This is partly because of the limitations of current 
viral and serology tests and the lack of complementary pre-
screening methods to efficiently select who should be tested. 
They are expensive making the cost of testing a whole country 
each day impossible, e.g. $8.6B for the US population alone 
assuming a $23 test [2]. And to be effective, they often require 
subjects remain isolated for a few days until the result is 
obtained. In contrast, our AI pre-screening tool could test the 
whole world on a daily, or even hourly basis at essentially no 
cost. In terms of capacity, in the week leading up to July 13, 
2020, daily diagnostic testing capacity in the United States was 
fluctuating between 520,000 and 823,000 tests. However, 
certain experts forecasted the need for 5 million tests per day by 
June, increasing to 20 million tests per day by July [3]. The 
unlimited throughput and real-time diagnostic of our tool could 
help intelligently prioritize who should be tested, especially 
when applied to asymptomatic patients. In terms of accuracy, 
in an evaluation of nine commercially available COVID-19 
serology tests, in early phase (7-13 days after onset of disease 
symptoms) sensitivities vary between 40-86% and AUC vary 
between 0.88-0.97[4]. Meanwhile, our tool with AUC 0.97 
achieves 98.5% sensitivity. 

It has been proposed optimal region-wide daily testing and 
contact tracing could be a close substitute to region-wide 
confinement in terms of stopping the spread of the virus [5] and 
avoid the costs of stopping the economy. However, many 
current attempts at testing, contact tracing, and isolation like the 
UK initially employed, have been far from successful [6]. This 
is mainly caused by many countries lacking the tools at the time 
to  employ  an  agile,  responsive,  and  affordable  coordinated 

 
 
1. MIT AutoID Laboratory, Cambridge MA, USA 
2. Harvard University, Cambridge MA, USA. 
(*) Corresponding author’s e-mail: subirana@mit.edu. 
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Audio Daten

Datenquelle: Audio-Signal

Sinus-Welle bei 440 Hz

– Kammerton “c”

t

• Sampling Rate häufig 44.1 kHz, d.h. 44100 Werte 0 ≤ x ≤ 255
• WAV Dateien enthalten Sampling Werte
• MP3 komprimiert Werte für kleinere Dateien
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Audio Daten

Audio-Signal für Sprache / Laute
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“Hüsterchen”
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Audio Daten

Husten-Erkennung

Wie erkennt man nun den “Husten”-Teil?

1. Definiere Husten-Muster / Form
2. Suche in den Daten (Samples) nach dem Muster

Und danach?
• Patienten mit Atemwegserkranken haben häufig

unterschiedliche Charakteristiken beim Husten/Sprechen
• Stimmband-Eigenschaften ändern sich (z.B. Anfänglicher

Luftdruck bei bestimmten Geräuschen)
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Husten Charakteristika

Husten von Patienten mit unterschiedlichen Symptomen

Aus: Cough sound analysis and objective correlation with spirometry and clinical diagnosis,
G. Rudraraju et.al., Informatics in Medicine Unlocked 19 (2020)

,QIRUPDWLFV LQ 0HGLFLQH 8QORFNHG �� ������ ������

�

In spirometry graphs, for the restrictive pattern, when FEV1 and FVC 
are decreasing and FEV1LFVC is either normal or increasing, we notice 
energy, Hero-crossing rate and spectral parameters getting reduced. But 
the rate of decrease is higher for FVC when compared with FEV1 and 
FEV1LFVC. Here, FVC influence is more for restrictive diseases. 

In Fig. A from volume time curve of obstructive pattern, it is clear 
that more time is taken for exhalation. Both FVC and FEV1 are severely 
decreased. FEV1LFVC is moderately decreased. We can notice the 
number of bouts in a sequence ranging from 2 to 3. Within, the bout 
energy is sustained for longer duration. 

From the volume time curve of the restrictive pattern, it is clear that 
exhalation was done quickly. We can notice the number of bouts in a 
sequence ranging from 3 to F. The duration of cough sequences is also 
much higher when compared to a normal cough. Energy is diminished 
from bout to bout. 

In audiometric data for the obstructive pattern, we noticed average 
cough sequence duration increasing with spirometry values decreasing, 
and total frequency of events is also increased. For the restrictive 
pattern, we observed weak coughs with a greater number of bouts 

within a sequence. 

-$-$ Relating i"portant .eat(res to disease 

From Fig. A, we notice MCR is greater for diseases like ILD and 
Pneumonia. These diseases are categoriHed with the restrictive pattern. 
When compared with the obstructive pattern, restrictive pattern related 
diseases have high MCR values. In restrictive patterns, because of 
incomplete lung expansion or increased lung stiffness, we noticed high 
frequency components. 

Entropy tells how different the distribution of energy is. Entropy is 
much less for COPD cough sequences, it is less for highly variant cough 
sequences, and more for less variant cough sequences like Asthma and 
Bronchiectasis. 

The duration of normal cough sequences is low when compared to 
cough sequences related to diseases. 

When there is obstruction in small airways as in asthma, bronchitis, 
and bronchiectasis, the cough sequences have more energy, less dura-
tion, and low MCR values, which is evident in Fig. 7. When there is 

Fig. *. Cough patterns related to different conditions of the lung.  

Fig. +. Energy distribution in obstruction and restriction disease.  

+$ R(drara,( et al$                                                                                                                                                                                                                             
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Covid-19 Erkennung

Zurück zur COVID-19 Erkennung

Aus: COVID-19 Artificial Intelligence Diagnosis using only Cough Recordings,
J.Laguarta, F.Hueto and B.Subirana, Engineering in Medicine and Biology (Pre-Print)

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/OJEMB.2020.3026928, IEEE Open
Journal of Engineering in Medicine and Biology

 
Technology 

 

 

 

 
Abstract— Goal: We hypothesized that COVID-19 subjects, 

especially including asymptomatics, could be accurately 
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recordings are transformed with Mel Frequency Cepstral 
Coefficient and inputted into a Convolutional Neural Network 
(CNN) based architecture made up of one Poisson biomarker layer 
and 3 pre-trained ResNet50's in parallel, outputting a binary pre-
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on 4256 subjects and tested on the remaining 1064 subjects of our 
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on larger datasets, previously successfully tested in our Lab on 
Alzheimer's, which significantly improves the COVID-19 
discrimination accuracy of our architecture.  

Results: When validated with subjects diagnosed using an 
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Covid-19 Erkennung

Paper gibt an: Sensitivity 98.5% und Specificity 94.2%

Was war damit gleich noch gemeint?

True Pos (TP)

False Pos (FP) True Neg (TN)

False Neg (FN)

TP / (TP + FP) TN / (TN + FN)

TP / (TP + FN)

TN / (FP + TN)

Klasse Pos Klasse Neg

Vorhersage ŷ

Klasse Pos

Klasse Neg

“Wahrheit” y

Sensitivity

Specificity

Warum sind diese beiden so wichtig?

Data Science - Vorlesung 5 - Intro 10 / 12



Covid-19 Erkennung

Paper gibt an: Sensitivity 98.5% und Specificity 94.2%

Was war damit gleich noch gemeint?

True Pos (TP)

False Pos (FP) True Neg (TN)

False Neg (FN)

TP / (TP + FP) TN / (TN + FN)

TP / (TP + FN)

TN / (FP + TN)

Klasse Pos Klasse Neg

Vorhersage ŷ
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Klassifikationsfehler

Kombination von Specificity und Sensitivity: AUC

True Positive Rate:
TPR = TP

TP+FN

False Positive Rate:
FPR = FP

FP+TN

Area under the ROC Curve
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Wie geht’s weiter?

Vorschau auf Vorlesung 5:

• Wir schauen, wie gut wir unseren Classifier trainieren
müssen...

• Vektorräume und Distanzmaße - was heisst ähnlich?
• k-NN als faules Lernverfahren zur Klassifikation

• Noch mehr Spaß mit SciKit-Learn...
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